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Abstract This work reports a large controllability of

domain evolution in BaTiO3 ferroelectric nanodot by iso-

tropic surface charge screening (SCS). The phase field

simulations show that the nanodot can exhibit fruitful

domain patterns and evolution paths as functions of tem-

perature and screening factor and changing direction of

these two variables. Four typical types of experimental

processes have been simulated, including the cooling-down

and heating-up processes under fixed SCS conditions, and

the processes of increasing and decreasing SCS under fixed

temperatures. During these processes, the nanodot exhibits

up to 13 different kinds of domain patterns, among which

some are either polar or toroidal and some are both polar

and toroidal. We summarized the phase diagrams as

functions of temperature and charge screening factor, and

also analyzed the typical domain evolution paths.

1 Introduction

Due to the collective nature of ferroelectricity and its

interplay with surface or interface, the polarization stability

and the formation of domain structure of ferroelectric

materials are sensitive to the surrounding environments. In

the literature, it has been known for a long time that the

incomplete screening of surface polarization charges con-

tributes a depolarization field inside the ferroelectrics. This

depolarization field can largely depress the ferroelectricity

and leads to the appearance of critical size, below which

the system loses its ferroelectricity [1–3]. Also due to the

depolarization field, monodomain state is difficult to

maintain in the ferroelectrics; instead, polydomain struc-

tures are usually formed [4–6].

Conventionally, people use electrodes to screen the

surface polarization charges. By choosing the electrodes

with good screening ability, it has been shown that ferro-

electricity can maintain stability in several unit-cell epi-

taxial thin films [7–10]. Recently, more strategies have

been proposed to screen the surface polarization charges of

ferroelectrics. For example, Fong et al. [11] reported that

monodomain state can maintain in 1.2-nm PbTiO3 ultrathin

film which is exposed in a controlled vapor environment.

Interestingly, they further showed that the domain state can

be switched by controlling the oxygen partial pressure via

either a nucleation mode or a continuous mode without

nucleation [12]. Shin et al. [13] investigated the ultrathin

BaTiO3 films exposed to water molecules and found that

water vapor exposures can result in surface hydroxylation

and rippling, formation of surface oxygen vacancies, and

reversal of the polarization direction. Using oxygen

plasma, Kim et al. [14] also reported reversible polarization

switching in epitaxial BiFeO3 thin films. These works

indicate that controlling the surface chemical environment
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of the ferroelectric is also a promising method to control

the ferroelectric stability and the evolution of ferroelectric

domain structure.

Recently, ferroelectric nanostructures have attracted

intensive academic attentions. This is not only due to the

prospect of maintaining remarkable bulk properties at

nanoscale, but also due to that the complex surface and

interface effects provide us a possibility of achieving novel

or abnormal properties from those of bulk counterparts.

Particularly, vortex domain structure (VDS), a special type

of domain structure with toroidal polar domains, can

appear in ferroelectric nanostructures under near open-

circuit boundary conditions [15]. Because of its distinctive

characteristics and novel coupling with external fields,

ferroelectric VDS has been under active investigations

[16–24]. For example, based on an effective Hamiltonian

approach, it has been shown that not only the chirality of

single-vortex state in asymmetric nanorings but also that of

double-vortices state in prolate nanosystems can be

reversed by a homogeneous electric field [18, 19]. Based

on phase field simulations, some novel strategies for the

control of VDS properties such as its size, orientation and

transformation via mechanical loads [22, 24] and proper

geometry design of the system [23] have also been

revealed.

The mechanism of forming VDS in ferroelectric

nanostructures is to avoid the large depolarization field

caused by the exposed surfaces. According to the previous

works on ferroelectric thin films [12, 14, 25–28], control-

ling the surface environment such as surface charge

screening (SCS) of the ferroelectrics should also be

effective to control the VDS. Previous investigations have

indeed shown that the formation of VDS is sensitive to the

SCS condition [16, 21]. Nevertheless, in these works, the

effect of SCS was explored by treating SCS as a fixed

electrical boundary condition, and the VDS formation from

random noise was focused. Investigations treating SCS as a

control variable to induce the evolution and transformation

of existent VDSs similar to those done in thin film systems

[12–14] are scarce. Recently, Wu et al. [29, 30] investi-

gated the effect of variable SCS condition on existent VDS

in ferroelectric nanodots. Their simulated results showed

that fruitful vortex domain patterns and evolution paths can

be induced by varying the SCS condition. It is noteworthy

that in their investigation the SCS was applied to the

nanodots along a specific direction. Such kind of SCS

condition is highly anisotropic.

In this paper, we make a further investigation on the

combining effects of SCS condition and temperature on the

formation and evolution of domain patterns in BaTiO3

(BTO) nanodot. The ferroelectric nanodot is supposed to be

placed in a chemical environment of charged gas mole-

cules. Being different with previous works [29, 30], an

isotropic SCS condition is applied to the nanodot. For this

condition, the surface polarization charges on all the sur-

faces of the nanodot are compensated by absorbed charged

gas molecules. Using a phase field method, we systemati-

cally simulate four typical types of experimental processes,

including the cooling-down and the heating-up processes

under fixed SCS conditions, and the processes of increasing

and decreasing screening extent under fixed temperatures.

The phase diagrams of equilibrium domain patterns are

summarized as functions of SCS factor and temperature.

We also analyze the domain evolution paths induced by the

varying SCS and temperature.

2 The physical model

In our work, a phase field model is adopted to simulate the

domain structure evolution in ferroelectric nanodots under

SCS condition. The spontaneous polarization P ¼
ðP1;P2;P3Þ is considered as the order parameter. The total

polarization of a ferroelectric can be divided into the linear

and the nonlinear terms. The temporal evolution of the

spontaneous polarization in a ferroelectric nanodot is cal-

culated by solving the time-dependent Ginzburg–Landau

(TDGL) equations, i.e., oPi=ot ¼ �MdF=dPi i ¼ 1; 2;ð
3Þ;where M is the kinetic coefficient related to the domain

wall mobility, F is the total free energy, t is time. To

include the effects of inhomogeneous electromechanical

fields and surface, the total free energy in the ferroelectric

nanodot is expressed as F ¼
R
V
ðfLand þ fgrad þ felas þ

felecÞdV þ
R
S
fsurfdS;where fLand, fgrad, felas, felec and fsurf are

the densities of Landau free energy, gradient energy, elastic

energy, electric energy and surface energy, respectively.

V and S are the volume and surface of the nanodot,

respectively.

The Landau free energy density fLand describes the free

energy of bulk material. By expanding it to an eighth-order

polynomial, fLand is written as [31, 32],
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where a1 is the temperature-dependent dielectric stiffness

satisfying the Curie–Weiss relation, and aij, aijk and aijkl are
the higher-order dielectric stiffness coefficients.

The gradient energy density fgrad can be expressed by the

gradients of the polarization field and it describes the free
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energy contributed by the spatial polarization variation in

the material. Since the background material is cubic crystal

structure, the lowest order Taylor expansion of the gradient

energy density fgrad can be written as follow,

fgradðPi;jÞ ¼
1

2
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X

i
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i;iþG12

X

i[ j

Pi;iPj;j

þ 1
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where G11, G12, G44 and G0
44 are gradient energy coeffi-

cients, and the comma in the subscript denotes spatial

differentiation.

Ferroelectric phase transition involves structural chan-

ges, which lead to the appearance of spontaneous strain

e0ij¼QijklPkPl. Thus, the mechanical strain field and its

coupling with polarization contribute to the elastic energy

density felas, which can be expressed by,

felas ¼ 1=2cijkleijekl ¼ 1=2cijklðeij � e0ijÞðekl � e0klÞ
¼ 1=2C11½ðe11 � e011Þ

2 þ ðe22 � e022Þ
2 þ ðe33 � e033Þ

2�
þ C12½ðe22 � e022Þðe33 � e033Þ þ ðe11 � e011Þðe33 � e033Þ
þ ðe11 � e011Þðe22 � e022Þ�
þ 2C44½ðe23 � e023Þ

2 þ ðe13 � e013Þ
2 þ ðe12 � e012Þ

2�
ð3Þ

where cijkl and Cij are the fourth-order and reduced elastic

coefficients, eij ¼ eij � e0ij is the elastic strain and eij is the

total strain. The total strain eij is related to the displacement

ui and is described as eij ¼ 1=2ðui;j þ uj;iÞ, where the comma

in the subscript denotes spatial differentiation. In order to

calculate the displacement field, the mechanical equilib-

rium equations rij;j
�
�
V
¼ cijklðekl � e0klÞ;j

�
�
�
V
¼ 0 are solved

with the stress-free boundary conditions rijnj ¼ 0, where nj
is the j-component of the unit vector normal to the surface.

The polarization is inhomogeneous near the truncated

surfaces. To capture this effect, it is necessary to consider a

surface energy. The surface energy density can be expressed

in the following form, i.e., fsurf ¼
P

i

DS
i P

2
i

�
2deffi , where deffi

are the extrapolation lengths [1], DS
i are the coefficients

related to the gradient energy coefficients and surface

orientation. In detail, DS
1 ¼ G11n1 þ ðG44 þ G0

44Þ ðn2 þ n3Þ,
DS

2 ¼ G11n2 þ ðG44 þ G0
44Þ ðn1 þ n3Þ and DS

3 ¼
G11n3 þ ðG44 þ G0

44Þ ðn1 þ n2Þ [33], where ni is the com-

ponent of unit vector normal to the surfaces. Moreover, the

extrapolation length which is contained in the surface energy

is introduced to characterize the difference in polarization

between the surface and the interior of the material. When

the extrapolation length is positive, the polarization is

reduced at the surface. And the polarization is enhanced at

the surface when the extrapolation length is negative. When

the extrapolation length equals zero, the polarization is

suppressed and the polarization is zero at the surface. When

the extrapolation length approaches infinity, there is no

difference in polarization between the surface and the inte-

rior and the surface effect will vanish. Actually, the

extrapolation lengths depend on the polarization state.

Nevertheless, for simplicity and due to the lacking knowl-

edge of such dependence, we take extrapolation lengths as

constants, as what was done in most of the existing phase

field models [29, 30].

Since the background material is the paraelectric phase

of a cubic crystal structure, the background dielectric

constants along the axis directions are the same. The

electric energy density felec is written as felec ¼ �
P

i

PiEi �
1
2
eb
P

i

EiEi [34, 35]. In our case, we do not consider

external electric field and suppose that free charge does not

exist inside the nanodot. The maximum and minimum

depolarization field distributions EOC and ESC are obtained

by solving the electrostatic equilibrium equation with

appropriate boundary conditions. Specifically, when the

nanodot is under open-circuit condition, the depolarization

field is induced by inhomogeneous spontaneous polariza-

tions and uncompensated polarization surface charges. We

obtain the depolarization field EOC by solving the electro-

static equilibrium equation Di;i ¼ ðe0jEþ PÞi;i ¼ 0 under

the ideal open-circuit boundary condition Dini ¼ 0 [30],

where e0 is the dielectric constant of vacuum and j denotes

the relative dielectric constants of the material and ni is the

component of unit vector normal to the surfaces. When the

nanodot is under short-circuit condition, the surface charge

is screened and the depolarization field ESC is only induced

by inhomogeneous spontaneous polarizations. We solve

the electrostatic equilibrium equation Di;i ¼ ðe0jEþ
PÞi;i ¼ 0 under the ideal short-circuit boundary condition

/ ¼ 0 [36]. Moreover, the nanodot is placed to a chemical

environment. The surface polarization charges on the sur-

faces of nanodot are compensated by the charged gas

molecules. The depolarization field in the nanodot can be

controlled by the extent of SCS through changing the

surrounding environment. We approximate the extent of
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SCS along the three directions by screening factors bi
(i = 1, 2, 3), so that the depolarization field inside the

nanodot can be calculated by E ¼ biE
OC þ ð1� biÞESC

[30], where EOC and ESC are the depolarization field under

ideal OC (bi ¼ 1) and SC (bi ¼ 0) conditions, respectively.

For an isotropy SCS condition, we always keep

b1 ¼ b2 ¼ b3 ¼ b. By varying the value of b between one

and zero, different extent of isotropic SCS can be

simulated.

In the simulations, the TDGL equations are solved using

the explicit finite difference method, and the mechanical

and electrostatic equilibrium equations are solved by the

finite element method. Values of the expansion coefficients

of the eighth-order Landau–Devonshire potential, elec-

trostrictive coefficients, elastic properties [32, 37, 38] and

extrapolation length [39] in the simulations are listed in

Ref. [40].

3 Results and discussions

In the simulations, we employ a 10 9 10 9 10 meshing at

a scale of Dx ¼ Dy ¼ Dz ¼ 0:4 nm to model a

4 nm 9 4 nm 9 4 nm BTO nanodot. We explore the

combining effects of isotropic SCS condition and temper-

ature on the domain structure evolution of the nanodot, as

schematically shown in Fig. 1. The study includes four

typical types of experimental processes, i.e., the (i) cool-

ing-down (CD) and (ii) heating-up (HU) processes at fixed

SCS conditions, and the processes of (iii) increasing and

(iv) decreasing SCS at fixed temperatures. We first start the

simulation of CD processes. A random distribution of

polarization field is used to initiate the polarization evo-

lution at high temperature and fixed SCS conditions (b
ranging from 0 to 1). As the temperature decreases below

the paraelectric–ferroelectric transition temperature, a

stable domain pattern is obtained and is used as the initial

domain pattern for next temperature step. The stable do-

main patterns obtained at T = 0 K at different SCS con-

ditions are further used as the initial domain patterns for the

HU processes. Moreover, the stable domain patterns

obtained in CD processes under the ideal OC (b ¼ 1) and

SC (b ¼ 0) conditions are also used as the initial domain

patterns for the processes of increasing (b changes from 1

to 0) and decreasing SCS (b changes from 0 to 1) at fixed

temperatures, respectively. Domain patterns are charac-

terized by plotting their detailed morphologies and also by

calculating the average polarization P and the toroidal

moment g ¼ 1
V

R
V
r� ðP� PÞdV [41], where r is the

position vector. To clearly capture the domain transfor-

mations, we also calculate the average magnitude of

polarization at all the sites, i.e., \P[ ¼
meanð

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
P2
1 þ P2

2 þ P2
3

p
Þ. Note, to have a clear reference to

different domain patterns, we label each domain pattern

with a specific symbol throughout this paper, and the

detailed domain morphologies are shown in Figs. 2, 3 and

5.

Fig. 1 Schematics of how the

domain structure of a

ferroelectric nanodot may

evolve during various isotropic

surface charge screening (SCS)

processes. Processes (i) and (ii)
are the cooling-down and

heating-up processes at fixed

surface charge screening,

respectively. Processes (iii) and
(iv) are the processes of

increasing (from b ¼ 1 to

b ¼ 0) and decreasing (from

b ¼ 0 to b ¼ 1) surface charge

screening at fixed temperature,

respectively
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3.1 First insight into the effect of SCS on the domain

structure formation and evolution

We would like to gain a first insight into the effect of SCS

on the domain structure formation and evolution in BTO

nanodot by the results shown in Fig. 2. Specifically, in

Fig. 2a, d we depict the domain evolution of the nanodot

during a CD process under the ideal OC (b ¼ 1) condition.

In Fig. 2b, e we depict the domain evolution of the nanodot

during a CD process under a near SC (b ¼ 0:02) condition.

From the polarization and toroidal moment curves plotted

in Fig. 2a, one can see that during the process both the

polarization and toroidal moment become nonzero at a

temperature of about 235 K, indicating that the paraelec-

tric–ferroelectric transition happens at this temperature and

a vortex domain pattern is formed in the nanodot. From the

magnitude of the toroidal moment components and the

domain morphologies shown in Fig. 2d, we can clearly see

that the vortex domain pattern is rhombohedral (i.e.,

jgxj ¼ jgyj ¼ jgzj, labeled by blue triangle). This vortex

domain pattern has been predicted in previous works

[29, 30]. As temperature further decreases, the polarization

and toroidal moment smoothly increase and the rhombo-

hedral vortex state (blue triangle) keeps stable in the nan-

odot. For the CD process under near SC condition as shown

in Fig. 2b, e the domain evolution of the nanodot is quite

different from that under the OC condition. The paraelec-

tric–ferroelectric transition happens at a much higher

temperature of about 350 K. Moreover, the vortex domain

pattern formed near the paraelectric–ferroelectric transition

Fig. 2 Simulated domain

evolution of a ferroelectric

nanodot under typical SCS

processes. a Toroidal moment,

polarization and (d) evolved
domain patterns of the nanodot

during a cooling-down process

under open-circuit boundary

condition (b ¼ 1), b Toroidal

moment, polarization and (e)
evolved domain patterns of the

nanodot during a cooling-down

process under near short-circuit

boundary condition (b ¼ 0:02).
c Toroidal moment, polarization

and (f) evolved domain patterns

of the nanodot during increasing

surface charge screening (from

b ¼ 1 to b ¼ 0) at T = 50 K
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is tetragonal (i.e., jgxj 6¼ 0, jgyj ¼ jgzj ¼ 0) (see the domain

morphology at T = 250 K in Fig. 2e). With the decrease in

temperature, toroidal moment jgxj and average polarization

magnitude \P[ increase gradually, while the other

components keep null. As temperature reaches about

160 K, abrupt changes in the toroidal moment and polar-

ization are observed, indicating a change in the domain

pattern. This is verified by the domain morphology of the

nanodot at T = 150 K as shown in Fig. 2e, where the

vortex core is no longer across the center of x-surface but

shifts to the side surface. Specifically, this domain pattern

(labeled by blue circle) has a toroidal moment along the x-

axis and also has nonzero x and z polarization components.

This vortex domain pattern keeps stable until the temper-

ature further reduces to T = 105 K. Around T = 105 K,

jgxj has an abrupt increase, and jP3j drops to null. Ana-

lyzing the domain patterns at the low temperature region

(0 * 105 K), we found that the vortex state is similar to

the previous one (thus we also label it by blue circle for

simplicity), with the vortex core shifting back to the center

of x-surface (see the domain morphology at T = 0 K in

Fig. 2e). Comparing the results of the OC condition and the

near SC condition, one can see that the SCS condition

indeed largely affects the formation of VDS during CD

processes. Interestingly, the results show that the para-

electric–ferroelectric transition temperature is in the range

of several hundred K under different screening conditions.

According to previous works [26, 30], we also can find that

the surface charge screening has large impact on the

paraelectric–ferroelectric transition temperature. In the

Ref. [26], the phase diagrams as a function of oxygen

pressure and temperature for the ferroelectric thin films are

summarized. Actually, the screening extent of surface

polarization charges can be controlled by the oxygen

pressure. From the phase diagrams, the paraelectric–fer-

roelectric transition also occurs during a large range of

several hundred K under different oxygen pressure.

Moreover, Fig. 2c depicts the domain evolution of the

nanodot during the process of increasing SCS at T = 50 K.

The domain morphologies at selected temperatures are

depicted in Fig. 2f. From the toroidal moment and polar-

ization curves shown in Fig. 2c, one can see that the

rhombohedral vortex domain pattern (blue triangle) forms

in the nanodot under low SCS conditions (b[ 0:3). With

an increase in SCS (b\0:3), jgyj and jgzj keep equal and

increase gradually, while jgxj gradually decreases, indi-

cating the slight change in the vortex domain pattern. As b
further decreases (b\0:03), two of the toroidal moment

components (jgxj and jgyj) decrease rapidly, meanwhile the

rest one (jgzj) first increases an amount and then also

decreases rapidly. Finally, all toroidal moment components

drop to null at b ¼ 0. At this condition, the polarization

components also become nonzero and equal to each other.

From the domain morphologies shown in Fig. 2f, during

Fig. 3 Phase diagrams of equilibrium domain pattern as a function of temperature and charge screening of a ferroelectric nanodot during the

processes of a cooling-down and b heating-up under different surface charge screening conditions
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the process of increasing SCS, the axis of vortex core

gradually tilts from\111[direction to in-plane, leading to

the appearance of a distorted rhombohedral vortex state

(labeled by hollow four-pointed star) as the screening

factor smaller than 0.3. Lastly, a r single-domain state

(jgxj ¼ jgyj ¼ jgzj ¼ 0, jP1j ¼ jP2j ¼ jP3j 6¼ 0, labeled by

solid four-pointed star) forms because of the complete

compensation of the surface polarization charges.

3.2 Phase diagrams and evolution of domain

patterns during CD and HU processes

In Fig. 3, the equilibrium domain patterns observed in the

nanodot during CD and HU processes are summarized by

phase diagrams as functions of the SCS factor and tem-

perature. Overall, twelve types of domain patterns (note,

the classification is not rigorous) are observed in the sim-

ulations. Rhombohedral vortex domain pattern (blue tri-

angle) favors to form under low SCS conditions (b[ 0:1).

If the surface polarization charges are completely com-

pensated, c single-domain state (i.e., jgxj ¼ jgyj ¼ jgzj ¼ 0,

jP1j ¼ jP2j ¼ 0, jP3j 6¼ 0, yellow pentagram in the phase

diagram) is stable under low temperatures and r single-

domain state (solid four-pointed star) forms under high

temperatures. To be more detailed, under the condition of

b[ 0:1, the rhombohedral vortex state forms in the nan-

odot near the paraelectric–ferroelectric transition temper-

ature during the CD process, and this state maintains

stability until temperature decreases to T = 0 K. Interest-

ingly, similar domain patterns and evolution paths are

obtained during the HU process. The paraelectric–ferro-

electric transition temperatures are nearly the same during

the CD and HU processes, indicating a second-order fea-

ture of the phase transition. Moreover, the paraelectric–

ferroelectric transition temperature increases with the

increase in SCS. These results are in consistence with those

of the previous works [30].

With a further increase in SCS (i.e., 0:06� b� 0:1), the

rhombohedral vortex state (blue triangle) forms in the

nanodot right below the paraelectric–ferroelectric transi-

tion point. When temperature decreases to near T = 100 K,

the axis of vortex core would deviate from the \111[
direction a little bit, indicating the formation of an

orthorhombic-like vortex state (red triangle in the phase

diagram). This vortex state maintains stability until tem-

perature decreases to T = 0 K. During the HU process, the

vortex core of the initial orthorhombic-like vortex state

gradually shifts back to\111[direction with the increase

in temperature, leading to the re-formation of the rhom-

bohedral vortex state. Comparing the evolution paths under

these SCS conditions, we can see that the transition tem-

perature increases gradually with the increase in SCS in the

HU process. When SCS increases to b ¼ 0:05, the rhom-

bohedral vortex state forms at T = 325 K, and the

orthorhombic-like vortex state is stable when temperature

decreases to T = 160 K. With a further decrease in tem-

perature to T = 50 K, the axis of vortex core has a large

deviation from\111[ direction. At this temperature, the

domain pattern is a tetragonal-like vortex state (pink tri-

angle) with the vortex core lying in y–z plane. The domain

pattern is stable until temperature decreases to T = 0 K. In

the HU process, the axis of vortex core of the initial

tetragonal-like vortex state gradually shifts to the\111[
direction with the increase in temperature. When temper-

ature increases to T = 200 K, the rhombohedral vortex

state reforms in the nanodot.

With a further increase in SCS (0:02� b� 0:04), the

domain patterns and evolution paths are even more abun-

dant. Under these SCS conditions, the tetragonal vortex

state (green triangle) forms near the paraelectric–ferro-

electric transition temperature. With the decrease in tem-

perature, the vortex core shifts from the center of y–z plane

to the vertex of the nanodot under b ¼ 0:04 and b ¼ 0:03.

Under the condition of b ¼ 0:04, a vortex domain pattern

with its vortex core keeping a distance from the vertex is

formed throughout the CD process (see the pink triangle in

the phase diagram). The evolution path under the condition

of b ¼ 0:03 is more complex. The vortex core of the

domain pattern shifts to the position near the vertex of the

nanodot at T = 170 K. As temperature decreases to

T = 50 K, the vortex core is at the edge of the nanodot,

indicating the forming of a new vortex domain pattern

(pink circle in the phase diagram). During the HU process

at b ¼ 0:04, the vortex domain pattern (pink triangle)

directly transforms to the rhombohedral vortex state (blue

triangle) at T = 230 K, without the observation of the

tetragonal vortex state (green triangle). In contrast, in the

evolution of b ¼ 0:03, the vortex core shifts from the edge

to the vertex of the nanodot with the increase in tempera-

ture. As temperature reaches 300 K, the rhombohedral

vortex state (blue triangle) forms in the nanodot. And at

higher temperatures, the rhombohedral vortex state (blue

triangle) transforms into the tetragonal vortex state (green

triangle). The detailed evolution path under the condition

of b ¼ 0:02 is depicted in Fig. 2 and discussed above.

As SCS further increases to b� 0:01, single-domain

states favor to form in the nanodot. During the CD process

at b ¼ 0:01, the nanodot first adopts a tetragonal vortex

state (green triangle) near the paraelectric–ferroelectric

transition temperature (*360 K). This tetragonal vortex

state (green triangle) would transform into a c single-do-

main state (yellow pentagram) at lower temperature

(*350 K). Meanwhile, during the CD process at the ideal

SC condition (b ¼ 0), c single-domain state directly forms
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at the paraelectric–ferroelectric transition point (*360 K).

For both SCS conditions (b ¼ 0:01 and b ¼ 0), c single-

domain state would further transforms into ac single-do-

main state (i.e., jgxj ¼ jgyj ¼ jgzj ¼ 0, jP1j ¼ 0, jP2j and
jP3j 6¼ 0, white pentagram) at the temperature range of

150 K\ T\ 200 K. With a further decrease in temperature

(T\ 150 K), the r single-domain state (solid four-pointed

star) becomes stable in the nanodot. During the HU pro-

cesses at b ¼ 0:01 and b ¼ 0, the domain pattern evolves

with the disappearance of in-plane polarization during the

process of increasing temperature. Lastly, c single-domain

state reforms in the nanodot under a high temperature.

From the phase diagrams of CD and HU processes

discussed above, one can see that abundant domain patterns

and evolution paths can be obtained by varying the SCS

condition and temperature. Such controllability is espe-

cially large near high SCS condition. In order to see clearly

the evolution paths under high SCS conditions, three

specific SCS conditions (i.e., b ¼ 0:05; 0:03 and 0) are

depicted in Fig. 4. During the CD process under the

condition of b ¼ 0:05 (see Fig. 4a), the toroidal moment

components and average polarization magnitude \P[
become nonzero at the paraelectric–ferroelectric transition

temperature of about 350 K. With the decrease in tem-

perature, all the toroidal moment components keep equal

and the polarization keeps null, indicating the rhombohe-

dral vortex state (blue triangle) forms in the nanodot. Then,

the toroidal moment components and average polarization

magnitude \P[ increase with the decrease in tempera-

ture. As temperature lies in the range of

50 K\ T\ 170 K, \P[ continuously increases, while

jgxj and jgyj keep equal and are larger than jgzj, indicating
the formation of orthorhombic-like vortex state (red trian-

gle). As temperature decreases below 50 K, curves of the

toroidal moment components no longer coincide with each

other (i.e., jgyj[ jgxj[ jgzj). It indicates that a vortex state

(pink triangle) with the toroidal moment components dif-

fering in magnitudes forms in the nanodot. As a contrast, a

reverse evolution path during the HU process is depicted in

Fig. 4d. The same domain patterns have been observed in

Fig. 4 Evolution of the toroidal

moment, polarization and

domain pattern of a nanodot

during a cooling-down process

under typical high SCS

conditions of a b ¼ 0:05, b b ¼
0:03 and c b ¼ 0, and during a

heating-up process under the

condition of d b ¼ 0:05, e b ¼
0:03 and f b ¼ 0
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this process. Comparing the CD and HU processes, one can

also see that the ferroelectric–paraelectric transition tem-

peratures as well as the transformation temperatures

between the vortex state (pink triangle) and the

orthorhombic-like state (red triangle) are almost the same

for the two processes. Meanwhile, the transform tempera-

tures at which the domain pattern transforms between the

orthorhombic-like state (red triangle) and rhombohedral

vortex state (blue triangle) are quite different during the

two processes. We found T = 200 K in the HU process,

which is larger than the temperature of 170 K in the CD

process. This indicates a first-order feature of this domain

structure transformation.

As shown in Fig. 4b and e, four and five domain patterns

are obtained in the CD and HU processes under the con-

dition of b ¼ 0:03, respectively. In the CD process, the

tetragonal vortex state (green triangle) forms when para-

electric–ferroelectric transition occurs. With the decrease

in temperature in the range of 360 K[ T[ 190 K, jgxj and
\P[ keep increasing. When temperature decreases to

T = 190 K, jgyj and jgzj increase suddenly to nonzero

values of about 0.15 e/Å, while jgxj has a decrease from

0.31 to 0.25 e/Å, indicating the formation of a tetragonal-

like vortex state (pink triangle). This state maintains only

within 160 K\ T\190 K. With a further decrease in

temperature, jgzj becomes equal to jgxj, while jgyj decrea-
ses and keeps a value of *0.05 e/Å in the temperature

range of 80 K\T\160 K. In this temperature range, the

nanodot adopts an orthorhombic-like vortex state (red tri-

angle). As temperature decreases to range of T\ 80 K, jgxj
and jgzj become unequal, and the three components change

only slightly with the temperature, indicating the formation

of a new vortex domain pattern (pink circle). In the reverse

HU process, the domain evolution is more complex. When

temperature increases from 0 to 90 K, the difference

between the jgxj and jgzj gradually decreases, and they

become equal at 90 K. It indicates that the orthorhombic-

like vortex state (red triangle) reforms in the nanodot. This

vortex state maintains stability at T between 90 and 215 K,

with jgxj and jgzj gradually decreasing and jgyj increasing.
Domain pattern of the nanodot transforms from

orthorhombic-like vortex state (red triangle) to tetragonal-

like vortex state (pink triangle) at T = 220 K. With a

further increase in temperature (T[ 220 K), the evolution

of domain pattern in the HU process is different from the

one in the CD process. Rhombohedral vortex state (blue

triangle) is observed in the region of T between 220 and

315 K. When temperature increases to 315 K, the rhom-

bohedral vortex state transforms into tetragonal vortex state

(green triangle). Near the ferroelectric–paraelectric transi-

tion temperature, the toroidal moment components and

polarization components become null, indicating that

paraelectric phase reforms in the nanodot.

Figure 4c and f depicts the domain evolution paths of

the nanodot during the CD and HU processes under ideal

SC condition, respectively. c single-domain state (yellow

pentagram) forms when paraelectric–ferroelectric transi-

tion happens. With a further decrease in temperature

(395 K[ T[ 215 K), jP2j increases and the c single-do-

main state maintains in the nanodot. At T = 215 K, jP2j
and jP3j become equal. This indicates that the domain

pattern of the nanodot transforms from the c single-domain

state (yellow pentagram) to the ac single-domain state

(white pentagram). The ac single-domain state maintains in

the nanodot at T between 215 and 110 K. When tempera-

ture decreases to *100 K, jP1j has an abrupt increase and

the three polarization components become equal to each

other. This reflects that r single-domain state (solid four-

pointed star) forms in the nanodot. With a further decrease

in temperature (T\ 100 K), the r single-domain state

maintains stability in the nanodot. In the reverse HU pro-

cess, the r single-domain keeps stable in the nanodot at

0 K\ T\ 250 K. When temperature reaches 260 K, jP1j
drops to null, while jP2j and jP3j both increase a little bit.

At this point, the r single-domain state transforms into the

ac single-domain state. With a further increase in temper-

ature (260 K\ T\ 310 K), the ac single-domain state

(white pentagram) is stable in the nanodot. When temper-

ature increases to 320 K, jP2j drops to null and jP3j
increases a little bit, indicating that the c single-domain

state (yellow pentagram) forms in the nanodot. And this

c single-domain state maintains stability in the nanodot at

the temperature between 320 and 390 K. With a further

increase in temperature, the polarization becomes null near

390 K, indicating that paraelectric phase reforms in the

nanodot. In the HU process, the temperatures of r-ac and

ac-c transformations are 250 and 310 K, respectively,

which are larger than the ones of 110 and 220 K in the CD

process. It indicates a first-order feature of these transfor-

mations in the nanodot.

Comparing the phase diagrams in Fig. 3 with the pre-

vious works [29, 30], we observe some similar domain

patterns and evolution paths. Particularly, the rhombohe-

dral vortex state (blue triangle) forms in the nanodot under

low SCS conditions, meanwhile the c single-domain state

(yellow pentagram) is obtained under high SCS conditions,

no matter that the SCS condition is anisotropic or isotropic.

But the r single-domain state (orange four-pointed star),

which is not obtained in the previous works, can be

stable under the isotropic SCS condition in our work. That

is because that under the isotropic SCS condition, surface

charges on each surface are compensated to reduce the
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depolarization field in each direction. Moreover, the

dependence of the paraelectric–ferroelectric transition

temperature on the screening factor is found similar in the

previous anisotropic case and our isotropic case.

3.3 Phase diagrams and evolution of domain

patterns during processes of increasing

and decreasing SCS

In the following section of simulations, the effect of SCS

condition at fixed temperatures is investigated. Specifi-

cally, we depict the phase diagrams in the processes of

increasing and decreasing SCS at fixed temperatures in

Fig. 5a and b, respectively. From the phase diagrams, one

can see that, under low SCS, the rhombohedral vortex state

(blue triangle) is quite stable in the nanodot and there are

relatively few domain patterns in this region of phase

diagrams. In contrast, under high SCS, the domain struc-

ture in the nanodot can be effectively controlled by the

SCS, leading to fruitful domain patterns in this region of

phase diagrams.

As shown in Fig. 5a, in the process of increasing SCS,

the initial polarization distribution is obtained in the CD

process under the ideal OC condition. Thus, all initial

domain patterns in the process of increasing SCS are the

rhombohedral vortex states (blue triangle). At T = 0 K and

T = 50 K, with the increase in SCS, the orthorhombic-like

vortex state (red triangle) forms in the nanodot. Moreover,

the screening factor at which this phase transition occurs is

0.2 and 0.19 at T = 0 K and T = 50 K, respectively. With

the further increase in SCS (b\0:2), the orthorhombic-like

vortex state maintains stability at T = 0 K even when the

ideal SC condition is reached. Meanwhile, at T = 50 K the

orthorhombic-like vortex state would keep stable in the

range of 0\b\0:2 and finally transforms into r single-

domain state (solid four-pointed star) under the ideal SC

condition. At T = 100 K and T = 150 K, as SCS increases

from zero (b ¼ 1), the rhombohedral vortex state (blue

triangle) stable near the OC condition (b ¼ 1) transforms

into the orthorhombic-like vortex state (red triangle) at b ¼
0:2 and b ¼ 0:07, respectively. At T = 100 K, with a

further increase in SCS (0:02� b� 0:2), the orthorhombic-

like vortex state (red triangle) maintains stability in the

nanodot. Only when SCS increases to near SC condition

(i.e., b ¼ 0:01), the orthorhombic-like vortex state trans-

forms into the r single-domain state (solid four-pointed

star). And the r single-domain state is stable under the ideal

SC condition in the nanodot. At T = 150 K, the

orthorhombic-like vortex state is stable in the nanodot

under the condition of b between 0.07 and 0.03. As SCS

further increases to b ¼ 0:02, the domain pattern (green

triangle ring) which has shown its details (i.e., x = 0,

y = 0 planes) in Fig. 5 forms in the nanodot. With a further

increase in SCS (i.e., b� 0:01), the r single-domain state

(solid four-pointed star) forms and maintains stability at the

ideal SC condition. At T = 200 K, the rhombohedral

Fig. 5 Phase diagrams of equilibrium domain pattern as a function of temperature and charge screening of a nanodot during the processes of a
decreasing (i.e., from b ¼ 1 to b ¼ 0) and b increasing (from b ¼ 0 to b ¼ 1) surface charge screening at different temperatures
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vortex state (blue triangle) keeps stable in the nanodot until

b ¼ 0:02. When SCS increases to b ¼ 0:02, the domain

pattern of the nanodot transforms into a state with coex-

istence of both net polarization and toroidal moment (green

circle, indicating a polar-vortex state), which can be further

demonstrated in Fig. 6 with nonzero polarization and tor-

oidal moment. This polar-vortex state keeps in the nanodot

even under the ideal SC condition. At T = 250 K, the

nanodot is in paraelectric phase under low SCS conditions

(i.e., b[ 0:58). As the SCS increases, paraelectric–ferro-

electric transition happens at b ¼ 0:58 and the rhombohe-

dral vortex state (blue triangle) forms in the nanodot. This

rhombohedral vortex state (blue triangle) maintains in the

nanodot until the SCS increases to b ¼ 0:03. When SCS

reaches b ¼ 0:02, the above-mentioned polar-vortex

domain (green circle) forms in the nanodot. With a further

increase in SCS (b\0:02), the c single-domain state

(yellow pentagram) forms and keeps stable in the nanodot.

The phase diagram of equilibrium domain patterns

during the process of decreasing SCS shown in Fig. 5b has

different features from that of the process of increasing

SCS. At T = 0 K and T = 50 K, the initial r single-do-

main state (solid four-pointed star) maintains stability

under high SCS condition and transforms into a vortex

domain state (hollow four-pointed star) at b ¼ 0:07 and

b ¼ 0:06, respectively. Then, with a further decrease in

SCS, this vortex domain state maintains stability until

b[ 0:78 at 0 K (and b[ 0:36 at 50 K), and it transforms

into the rhombohedral vortex state (blue triangle). This

vortex state keeps stable as the SCS condition approaches

the ideal OC condition. Moreover, at T = 100 K, r single-

domain state is found stable in the nanodot under the high

SCS condition (b\0:04). Then, the domain pattern in the

nanodot transforms from the r single-domain state to the

orthorhombic-like vortex state (red triangle) when SCS

decreases to b ¼ 0:05. This orthorhombic-like vortex state

maintains stability in the nanodot with a further decrease in

SCS (0:05\b\0:36). At b ¼ 0:36, the orthorhombic-like

vortex state transforms into the rhombohedral vortex state

(blue triangle), and this rhombohedral vortex state is found

stable in the process of further decreasing SCS

(0:36\b� 1). At T = 150 K, ac single-domain state

(white pentagram) forms at high SCS (b� 0:04) and

transforms into the orthorhombic-like vortex state (red

triangle) when SCS decreases to 0.05. The orthorhombic-

like vortex state maintains stability in the nanodot at

0:05\b\0:19 and would transform into rhombohedral

vortex state (blue triangle) when 0:19\b\1:0. The evo-

lution path at T = 200 K is similar to the one at

T = 150 K, yet with different stability of the domain pat-

terns with respect to the SCS extent (particularly the

orthorhombic-like vortex state). At a high temperature of

T = 250 K, c single-domain state (yellow pentagram)

maintains in the nanodot when SCS is below 0.05. As SCS

condition changes from b ¼ 0:05 to the ideal OC condi-

tion, transformations from the c single-domain state to the

tetragonal vortex state (b ¼ 0:05), from the tetragonal

vortex state to the rhombohedral vortex state (b ¼ 0:06)

and from the rhombohedral vortex state to paraelectric state

(b ¼ 0:36) are subsequently observed.

Fig. 6 Evolution of the toroidal

moment, polarization and

domain pattern of a nanodot

during a process of increasing

surface charge screening at

typical temperatures

(a) T = 0 K and

(b) T = 250 K, and during a

process of decreasing surface

charge screening at (c) T = 0 K

and (d) T = 250 K
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In Fig. 6a and c, we make a further analysis on the

evolution paths of domain patterns during the processes of

increasing and decreasing SCS at T = 0 K, respectively.

During the increasing SCS process shown in Fig. 6a, the

toroidal moment components are nonzero and keeps equal

to each other when 0:2\b� 1. It indicates that the

rhombohedral vortex state (blue triangle) maintains in the

nanodot. With a further increase in SCS (b� 0:2), the

toroidal moment components becomes different in magni-

tudes, as another vortex domain pattern (hollow four-

pointed star) forms in the nanodot. This vortex domain

pattern keeps stable in the nanodot until the ideal SC

condition is reached. During the process of decreasing SCS

(Fig. 6c), when the SCS is high (0� b� 0:06), all the

polarization components are nonzero, and the toroidal

moment is zero, since the r single-domain state (solid four-

pointed star) maintains stability in the nanodot. When SCS

decreases to 0.07, the polarization drops to null and the

toroidal moment components become nonzero and are

different in magnitudes. This happens due to the transfor-

mation from the r single-domain state to a vortex domain

pattern (hollow four-pointed star). With a further increase

in SCS (b[ 0:36), the toroidal moment components

become equal, as the vortex domain pattern (hollow four-

pointed star) in the nanodot transforms into the rhombo-

hedral vortex state (blue triangle).

The evolution paths during the processes of decreasing

and increasing SCS at T = 250 K are also shown in Fig. 6b

and d. During the process of decreasing SCS shown in

Fig. 6b, the paraelectric–ferroelectric transition happens

near b ¼ 0:58, and rhombohedral vortex state (blue trian-

gle) forms in the nanodot. With a further increase in SCS

(0:03� b� 0:58), the toroidal moment components

increase gradually and keep equal, as the rhombohedral

vortex state (blue triangle) maintains stability in the nan-

odot. With a further increase in SCS (b ¼ 0:02), jgxj and
jgyj keep large values and jgzj drops to null. Meanwhile,

jP1j and jP3j increase to nonzero values, indicating that the

mentioned polar-vortex state (green circle) forms in the

nanodot. When SCS increases to b ¼ 0:01 and ideal SC

condition, the toroidal moment becomes null and c single-

domain state (yellow pentagram) forms in the nanodot. As

shown in Fig. 6b, in the process of decreasing SCS, the

toroidal moment and the polarization components (i.e., jP1j
and jP2j) keep zero and jP3j keeps nonzero at high SCS

conditions (0� b� 0:04). At this region, c single-domain

state maintains stability in the nanodot. As the SCS

increases to b ¼ 0:05, jgyj becomes nonzero while jP3j
drops to zero, indicating the tetragonal vortex state (green

triangle) forms in the nanodot. With a further increase in

SCS (0:06� b\0:78), the toroidal moment components

become nonzero and equal to each other. Meanwhile, the

polarization keeps null, indicating that the rhombohedral

vortex state maintains stability in the nanodot. In this

region, the toroidal moment decreases with the increase in

SCS, and it becomes null at b ¼ 0:78 as the paraelectric–

ferroelectric transition happens.

3.4 Conclusions

In summary, a free-standing ferroelectric nanodot is

employed as a model to investigate the combining effects

of isotropic SCS condition and temperature. In order to

systematically study its controllability of domain structure

evolution, four typical types of experimental processes

have been considered and simulated. In the first two main

processes, the domain patterns and their evolution paths are

obtained under different SCS conditions by varying the

temperature. From the phase diagrams in these CD and HU

processes, twelve kinds of domain structures are obtained.

In other two main processes, nine kinds of domain patterns

have been obtained by varying the SCS condition under

different temperatures. These various domain patterns are

linked by fruitful evolution paths. The results therefore

show that the domain structure and the evolution paths in

the nanodot can be effectively controlled by the SCS

condition. For actual application, the extent of SCS can be

controlled by the chemical environment. Thus, the domain

structures in the nanodot are sensitive to the chemical

environment. This indicates the potential applications in

the vortex domain-based sensors. Moreover, the abundant

domain patterns can be applied to the design of multistate

memories. The simulations show that domain patterns can

exist stably and can be controlled in the ferroelectric

nanodot as small as 4 9 4 9 4 nm3, which should be

promising for device miniaturization.
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Q44 ¼ 0:0289, c11 ¼ 27:5� 1010, c12 ¼ 17:9� 1010, c44 ¼ 5:43

�1010, G11 ¼ 51� 10�11, G12 ¼ 0, G44 ¼ G
0

44 ¼ 1� 10�11,

deffi ¼ 43� 10�9 and eb � 4:425� 10�10 (SI units and T in K)

41. S. Prosandeev, I. Ponomareva, I. Naumov, I. Kornev, L. Bel-

laiche, J. Phys. Condens. Matter 20, 193201 (2008)
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