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A general method to quantitatively study the transient
fluctuation related to the high frequency vibration in
crystal growth is developed. An example during
the Czochralski crystal growth has been simulated,
and the simulation coincides with the experimen-
tal date. On basis of the model, the influence of vi-
bration frequency on the transient fluctuations for
temperature and velocity are elucidated. Then an
available approach to control the vibration effect is
proposed.

1 Introduction

Vibration is a built-in phenomenon in the crystal growth
system. Both the vibration caused by the induced heating
device and artificial vibration will give rise to the tran-
sient fluctuation of crystal growth environment [1–7].
Studying and controlling the vibration in crystal growth
are a promising approach to improve the crystal perfor-
mance. Extensive experiments are carried out to inves-
tigate the influence of the vibration on crystal growth
[8–15]. Numerical simulation has also been used to in-
vestigate the effect of vibration on the melt convection
[16, 17]. However, most of the melt has a thermal diffu-
sivity less than 10−5 m2/s, as well as the momentum dif-
fusivity [18]. The relaxation time related to temperature
and velocity is about 10 s in a 10 cm-diameter container.
To recognize a vibration of 1 kHz, the time step for nu-
merical simulation is, at least, 10−4 s. The relaxation time
for diffusion is about 105 orders of magnitude larger than
the time step for vibration. Both the built-in vibration
due to the induced heating system and the artificial vi-
bration may have a higher frequency, and the time step is
shorter. It is impossible for numerical simulation to rec-
ognize so fast vibration and so slow diffusion process si-
multaneously. This is the major restrictive factor on using

numerical simulation to investigate the vibration effects
in crystal growth systems.

It is our purpose in this paper to address this prob-
lem. Firstly, the simulation method is derived carefully.
Secondly, the model we solved is described in detail. The
governing equations and the boundary conditions are
formulated. Thirdly, the simulation is described step by
step. At last, we will explain the simulation result and
compare it with the experiment. The influences of vi-
bration frequency on the transient fluctuations of tem-
perature and velocity are analyzed. Then an available
approach to control the vibration effect is proposed.

2 Methodology and model

2.1 Methodology

We choose the CZ crystal growth configuration to il-
lustrate our method, because we have the CZ experi-
ment device. The simulation results can be compared
with the experiment. The experimental device is rep-
resented in figure 1(a). For simplicity and clarity, our
description is carried out on the basis of the crucible vi-
bration caused by the high frequency electromagnetic
field in the CZ configuration. It can be easily extended
to other situations. A simple schematic diagram of CZ
crystal growth configuration is shown in figure 1(b). The
cylindrical melt geometry is presented individually in fig-
ure 1(c). The height is 16 mm, the radius of the melt and
the solid-liquid interface are 35 mm and 15 mm, respec-
tively. As shown in figure 1(c), the crucible vibrates as
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Fig. 1 (a) Experimental device; (b) Schematic diagram of CZ crystal growth configuration; (c) Themodel geometry used for 3D simulation,
points A, B, C and D are the reference points. The solid-liquid interface and the cross section are marked with low yellow color. The red
arrow and three cylinders at the bottom indicate the vibration direction; (d) the thermal boundary conditions.

an entirety, just like a tumbler. The vibration is periodic
and non-axisymmetric. The red arrow and three cylin-
ders at the bottom indicate the vibration direction. When
the vibration generates at the crucible wall (represented
by point P1), it will propagate in the melt and cause ve-
locity and temperature fluctuations throughout the melt
(P2 is marked as the representative point). If the fluctu-
ation generates at the moment t2 at the point P2, which
is caused by the vibration of the point P1 at the moment
t1, is denoted by f (P1, t1, P2, t2). The realistic fluctuation
generates at the moment t2 at point P2 due to the collec-
tive vibration of the whole crucible wall at the moment
t1, can be written as follow,

F (P2, t2) =
∫

S

[∫ t2

0
ν f (P1, t1, P2, t2)dt1

]
dP1 (1)

Herein, S is the total area of the crucible wall, and
ν is the frequency of crucible vibration. νdt1 means

the crucible vibration times within the time interval
dt1, f (P1, t1, P2, t2) means the fluctuation amplitude
caused by the vibration of the point P1. Thus, the term
in the square brackets is the realistic fluctuation caused
by the vibration of the point P1. In addition, the expres-
sion ν f (P1, t1, P2, t2) can be explained as the fluctuation
rate of the point P2. The vibration energy will be dissi-
pated by the viscosity dissipation of the melt, and by the
boundary diffusion to the surrounding, so the vibration
has a finite lifetime lifetime (denoted by τ ). That is, the
influence of the crucible vibration on the melt is limited
within a certain time τ. Only the surviving vibration has
an effect on the melt. Thus, Eq. (1) is written as

F (P2, t2) =
∫

S

∫ t2

t2−τ

ν f (P1, t1, P2, t2)dt1dP1 (2)

Here, we introduce the conception of vibration mode
to represent one stationary state of the system related

www.crt-journal.org 851C© 2014 WILEY-VCH Verlag GmbH & Co. KGaA, Weinheim



X. Li et al.: Modeling effects of high frequency vibration

O
rig

in
al
Pa
pe
r

to the vibration at some part of the crucible wall at any
moment. If the realistic fluctuation is considered as a
collective effect of different vibration modes, all of the vi-
bration modes, synchronously caused by the vibration of
the whole crucible wall, can be considered as one vibra-
tion mode. Based on the above analysis, Eq. (2) can be
reduced to

F (P2, t2) =
∫ t2

t2−τ

ν f (t1, P2, t2)dt1 (3)

The vibration modes at different moments can be
numerically simulated by use of a stationary method.
Then according to Eq. (3), the transient fluctuations
can be computed by adding the effects of the vibration
modes related to different moments together. Up to now,
a transient problem is converted to a stationary prob-
lem, and the vibration effects related to different parts
of the crucible wall at different moments are completely
coupled.

Although this method can completely couple the
vibration effects, many times stationary computations
are needed to get the transient fluctuation of one mo-
ment. As the time scale of the transient model increases,
the computation frequency of the stationary model in-
creases dramatically. Fortunately, in most cases, the
vibration source is periodic or can be approximated as
periodic vibration, thus the vibration mode is also pe-
riodic. Therefore, only the vibration modes during one
vibration period are needed to get the transient fluctua-
tions at any moment.

2.2 Model

As mentioned above, an example during the Czochral-
ski(CZ) crystal growth is chosen to make the simu-
lation comparable to the experiment. To obtain the
vibration modes, a 3D simulation is carried out on ba-
sis of a self-developed CZ crystal growth furnace of
LiNbO3. Whereas, a global 3D simulation with the en-
ergy, momentum and radiation heat transfer involved is
cumbersome and unnecessary. Only the cylindrical melt
geometry is extracted as the model geometry, as shown
in figure 1(c). The crystal growth rate is negligible com-
pared to the vibration and fluctuation rates, so the model
geometry is considered as invariable. The Boussinesq hy-
pothesis is used to describe the gravity effect. The melt is
incompressible and the flow is laminar. All of the prop-
erty parameters are extracted from references [19, 20].

The governing equations are the energy and momentum
conservation equations as follow [21],

∇.U = 0 (4)

ρU.∇U = −∇ P + ∇.τ− + ρ0gβ(T − T0) (5)

ρC pT∇.U = λ∇2T (6)

τi j = μ

(
∂ui

∂xj
+ ∂uj

∂xi

)
− 2

3
μδi j∇.U (7)

Here, ρ is the density, ρ0 is the reference density, U is
the velocity vector, τ− is the stress tensor, Eq. (7) shows
the components, g is the gravity vector, P is the pressure,
μ is the dynamic viscosity, C p is the specific heat, T is the
temperature, λ is the thermal conductivity, and β is the
thermal expansion coefficient.

The thermal boundary conditions are obtained from
a global two-dimensional (2D) axisymmetric simulation.
The 2D simulation is implemented on the CGSim plat-
form (which is a professional software for numerical
simulation of crystal growth). Figure 1(d) shows the tem-
perature distributions from the 2D simulation at the sur-
face, the side and the bottom of the model geometry.
These results are in excellent agreement with the experi-
mental results [22].

To integrate the vibration effects caused by the high
frequency electromagnetic field, the crucible vibration is
assumed to be periodic and has the same frequency as
the electromagnetic field. The velocity boundary condi-
tions at the bottom and the side of the model geometry
are formulated as follow,

u = v = w = A cos(2πpar) (8)

Where, u, v, w are the velocity components. A is the vi-
bration velocity amplitude, and par is a variable pa-
rameter. Table 1 shows the parameter group in this
work. According to the experiment traces on the crucible

Table 1 Parameter groups.

A (mm/s) par (period)

0.10 0.00 0.25 0.50 0.75 1.00

0.20 0.00 0.25 0.50 0.75 1.00

0.50 0.00 0.25 0.50 0.75 1.00

1.00 0.00 0.25 0.50 0.75 1.00
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substrate, the maximal deviation of the crucible from
the equilibrium position is about 0.5 mm. As shown in
Table 1, A is set to be 0.10, 0.20, 0.50 and 1.00 mm/s. For
each vibration velocity amplitude, par varies from 0 to 1
with an increment of 0.25, corresponds to a quarter of the
vibration period.

At the solid-liquid interface, the crystal has a rotation
rate of 15 rpm. The gas-melt interface yields a thermal
Marangoni force [20], formulated as follow,

σ = σT ∇T (9)

Here, σT is the surface tension coefficient related to
temperature.

3 The simulation steps

The computation is implemented by use of the finite-
element-method software COMSOL MULTIPHYSICS. As
displayed in figure 1(c), four points of A, B, C and D are
chosen as the test points. Because the Dirichlet bound-
ary conditions are used at the wall and at the interface
(described in part 2), every coordinate is chosen 2 mil-
limeters away from the boundary to decrease the effect
of the boundary layer. The coordinates of these points
are listed in Table 2.

3.1 The vibration modes

A cross section at the center of the cylinder is picked up
to investigate the effects of the vibration source phase
shift on the vibration mode, as shown in figure 1(c). The
temperature fluctuation in the central cross section is
shown in figure 2(a). As par varies from 0 to 0.5 (corre-
sponding to the phase shift changes from 0 to π.), the
large negative fluctuation in the up edge area shifts to-
wards the down edge area. The large positive fluctuation
at the down edge damps slowly and shifts slowly towards
the up edge. And the negative fluctuation in the right

Table 2 The coordinates of the reference points.

Reference point x (mm) y (mm) z (mm)

A 0 0 8

B 0 0 2

C 0 33 2

D 0 33 8

edge area shifts towards the left edge area. It comes from
the periodic variation of the vibration direction. The cen-
tral part maintains a large negative fluctuation, which re-
sults from the coupling interaction of the surrounding
fluctuation in the melt. To have an insight into the fluc-
tuation modes, the velocity fluctuation is investigated
and shown in figure 2(b). The positive fluctuation in the
right edge area fades away, and the negative fluctuation
arises in the left edge area. The central part maintains
a large positive velocity fluctuation, which corresponds
to a strengthening heat flux. This heat flux results in a
large negative temperature fluctuation. For a boundary
vibration velocity amplitude of 0.5 mm/s, the tempera-
ture fluctuation is −18.5 � 17 K, and velocity fluctuation
is −4.85 � 6.35 mm/s.

3.2 Evaluate the transient performance

In order to get the transient performance of the fluctu-
ation caused by crucible vibration, the vibration modes
of temperature and velocity are investigated at the ref-
erence points. Figure 3 and figure 4 display the tem-
perature and velocity fluctuations during one period,
respectively. All of the fluctuation amplitudes increase
as the vibration source amplitudes increase. During the
early quarter and the late quarter of a period, the vibra-
tion mode has the same extreme of amplitude (denoted
by A1). In the middle stage, it has another extreme of
amplitude (denoted by A2). Because the vibration source
(velocity boundary conditions) used in the simulation is
a cosine function, we suppose the vibration mode in the
melt is a cosine function too. The vibration mode has the
same frequency as the vibration source. Then the vibra-
tion mode can be formulated as A(t) cos(2πνt).

A(t) =

⎧⎪⎪⎨
⎪⎪⎩

A1
n
ν

≤ t ≤ n
ν

+ 1
4ν

or
n
ν

+ 3
4ν

≤ t ≤ n + 1
ν

A2
n
ν

+ 1
4ν

≤ t ≤ n
ν

+ 3
4ν

(10)

Where, all A1 and A2 are obtained from the simulation,
and n is a positive integer. Table 3 lists the value of A1 and
A2 related to the temperature and Table 4 is related to the
velocity.

To obtain the transient fluctuation performance, the
lifetime of the vibration mode is estimated by the sound
velocity in the melt. Since no reliable value of sound ve-
locity is available to LiNbO3 melt, the correlation de-
rived from experiment data between surface tension,
density, and sound velocity in liquid metals is used to
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Fig. 2 The vibration mode performance in the central cross section during a half period, (a) temperature and (b) velocity. The velocity
amplitude of the vibration source is 0.5 mm/s.

Fig. 3 The vibration mode of temperature for different velocity amplitude of the vibration source at the reference points, (a), (b), (c), (d)
are corresponding to the vibration source velocity amplitude of 0.1, 0.2, 0.5, 1 mm/s, respectively.

estimate the sound velocity [23]. The correlative equa-
tion is written as follow:

log c = 0.5526 log(σ/ρ) + 5.4364 (11)

Where c is the sound velocity, σ is the surface tension,
and ρ is the density of melt. Then the estimated sound
velocity is 1106.488 m/s. When the vibration propagates
from one side to the other side of the crucible wall, it
damps due to the viscous dissipation, to the friction of
the crucible wall and to energy exchange with the sur-

rounding gas. Thus, the reflection energy of the vibra-
tions is negligibly small. The lifetime of the vibration
mode can be estimated as follow,

τ = d/c (12)

Where, c is the sound velocity in the melt, and d is the
crucible diameter. Then τ is 6.3263 10−5 s. Up to now,
in the CZ configuration mentioned above, the realistic
temperature and velocity fluctuation can be estimated
quantitatively according to Eq. (3). (The MATLAB codes
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Fig. 4 The vibration mode of velocity for different velocity amplitude of vibration source at the reference points, (a), (b), (c), (d) are
corresponding to the vibration source velocity amplitude of 0.1, 0.2, 0.5, 1 mm/s, respectively.

Table 3 The amplitude of the temperature vibration mode.

A B C D

A1 A2 A1 A2 A1 A2 A1 A2

Velocity amplitude (mm/s) (K)

0.1 0.2988 −0.3477 0.0656 −0.1202 −0.0270 0.1215 −0.5048 0.6400

0.2 0.5319 −0.7201 0.0926 −0.2962 0.0250 0.3401 −0.8640 1.3732

0.5 0.8942 −1.8170 0.1005 −1.0401 0.4006 1.3812 −1.1817 3.5700

1.0 1.2233 −2.4272 0.1013 −1.6560 0.8478 2.4378 −0.4283 4.5023

to compute the realistic transient fluctuation is available
in the supplementary.)

4 Results and discussion

The transient fluctuation of temperature is simulated
for different crucible vibration amplitude at the refer-
ence points. Here, the frequency of the vibration source
is 20 kHz. As shown in figure 5, the transient tempera-
ture fluctuation intensifies as the velocity amplitude of
vibration source increases. The reference point D has
the largest fluctuation, C comes second, A and B have

smaller fluctuation. The fluctuation of reference points A
and B are always positive, that of C and D are always neg-
ative. It is caused by the heat flux from the periphery to
the center due to the crucible vibration. Reference point
C locates in the vicinity of two neighboring crucible wall,
the vibration effect is partially offset. So less heat flows
from C to B, then the temperature fluctuations at points
B and C are smaller.

To get more insights about the transient performance,
the transient velocity fluctuation is computed accord-
ingly, as shown in figure 6. The fluctuations at reference
points B and D intensify as the velocity amplitude of the
vibration source increases. Point A has almost no fluctu-
ation at smaller amplitude, but it unexpectedly increases
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Table 4 The amplitude of the velocity vibration mode.

A B C D

A1 A2 A1 A2 A1 A2 A1 A2

Velocity amplitude (mm/s) (mm/s)

0.1 0.0208 −0.0205 0.1002 −0.0772 0.1344 −0.0458 0.0944 −0.0866

0.2 0.0417 −0.0383 0.2186 −0.1289 0.2894 0.0514 0.1955 −0.1636

0.5 0.1224 0.0297 0.6465 −0.1343 0.7790 0.5286 0.5285 −0.3115

1.0 0.3655 3.4121 1.4667 2.1082 1.6146 1.4521 1.1525 −0.1221

Fig. 5 The transient temperature fluctuation for different vibration source velocity amplitude during one period (ν = 20 kHz), (a), (b),
(c), (d) are corresponding to the vibration source velocity amplitude of 0.1, 0.2, 0.5, 1 mm/s, respectively.

to the largest when the amplitude increases to 1 mm/s.
It can be explained that point A locates at the center of
the crucible, so a smaller asymmetric boundary vibration
cannot cause asymmetry fluctuation at the center. The
fluctuation at point C is not sensitive to the velocity am-
plitude of the vibration source. It derives from the offset
between two neighboring crucible walls, and is similar to
the temperature fluctuation. In the case of 1 mm/s vibra-
tion velocity amplitude, points A and B have a negative
velocity fluctuation, which reveals a flow from the cru-
cible wall to the central part, then go downwards along
the central axis of the crucible.

Figure 7 shows the dependence of the transient
temperature fluctuation on the frequency of the vi-
bration source. The temperature fluctuation increases
dramatically as the frequency increases. The vibration
boundary conditions are asymmetric, which causes
asymmetric vibration mode. Thus the fluctuation rate,
denoted by ν.A cos(2πνt), of the vibration mode in-
creases accordingly. With the vibration source velocity
amplitude of 1 mm/s, the temperature fluctuation varies
about 0�1.6 K for point A, 0 � 1 K for point B, 0 � −1 K for
point C and 0 � −2.5 K for point D. The velocity fluctua-
tion is similar to the temperature fluctuation, as shown in
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Fig. 6 The transient velocity fluctuation for different vibration source velocity amplitude during one period (ν = 20 kHz), (a), (b), (c),
(d) are corresponding to the vibration source velocity amplitude of 0.1, 0.2, 0.5, 1 mm/s, respectively.

Fig. 7 The transient temperature fluctuation for
different frequencies of the vibration source dur-
ing one period (A = 1 mm/s), (a), (b), (c), (d)
correspond to different reference points.

figure 8. The waveform corresponds to the cosine bound-
ary conditions is quasi-cosine. From the transient per-
formance of points A and D, we can clearly identify the
intensive circuit from the crucible wall to the center at
high vibration frequency.

The realistic temperature near point C is measured by
submerging a thermocouple under the melt, as shown
in figure 1(b). The thermocouple is ‘s’ type with an

error range of ±0.1 K. Herein, only the data at the
middle stage (which is corresponding to the 3D model
geometry in this paper.) of the constant-diameter pro-
cess is picked up. While the time scale is about 0.1 mil-
liseconds in the realistic situation, it is not accessible for
measurement. So we collect the measured tempera-
ture values every 3 seconds, and the comparison is
qualitative. As mentioned above, the transient
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Fig. 8 The transient velocity fluctuation for different frequencies of the vibration source during one period (A = 1 mm/s), (a), (b), (c),
(d) correspond to different reference points.

temperature fluctuation of the point C is always nega-
tive, so the experimental temperature fluctuations are
obtained by subtracting the measured maximum with
the measured values. The crucible vibration velocity
amplitude is uncertain, so a group of velocity ampli-
tudes, i.e. 0.1 mm/s, 0.2 mm/s, 0.5 mm/s and 1 mm/s, is
compared to the measured results at the experimental
electromagnetic field frequency. The results are shown
in figure 9. The experiment curve has a similar waveform
to the simulation. In the case of 0.3 � 0.4 mm/s or so,
the amplitude of the temperature fluctuation excellently
agrees with the experimental data. It corroborates our
simulation method.

In the numerical simulation, a non-axisymmetric vi-
bration boundary condition is used, leads to asymmet-
ric vibration modes. As is demonstrated in section 2.1,
the realistic transient fluctuation in the melt is a collec-
tive effect of the surviving vibration modes. In the case of
asymmetric vibration source, as the vibration frequency
increases, the fluctuation rate ν.A cos(2πνt) increases
linearly, then the vibration effect increases. For the ax-
isymmetric vibration source, the vibration mode will be
symmetric, i.e. it can be formulated with inverse extreme
of amplitude. Therefore, if the vibration source is peri-
odic and the lifetime of the vibration mode is an inte-
gral multiple of the vibration source period, the collec-

Fig. 9 The measured temperature fluctuations within one minute
are compared to the simulated temperature fluctuations at the ref-
erence point C. The period related to simulation is 0.05 millisec-
onds, the experimental data are collected every 3 seconds, so it is
a qualitative comparison about the fluctuation amplitude and the
waveform.

tive effects will offset mutually. For some vibration source
frequencies, the vibration effect is minimal. Because the
realistic data of the vibration mode lifetime is not avail-
able, we cannot theoretically estimate these frequencies
related to different devices. However, it is feasible to ob-
tain these special frequencies with experiment. In other
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words, the vibration effect can be enhanced or weakened
by the frequency regulation.

5 Conclusions

A general method to study the transient performance
of the high frequency vibration in crystal growth is
developed. An example during the Czochralski crystal
growth has been simulated, and the simulation excel-
lently agrees with the experimental data. Based on the
model and the simulation results, the influences of the
vibration frequency on the transient fluctuations for
temperature and velocity are elucidated. In the case of
the asymmetric vibration source, as the vibration fre-
quency increases, the vibration effect increases. For the
axisymmetric vibration source, we conclude that at some
vibration source frequencies, the vibration effect will be
minimal. The vibration effect can be enhanced or weak-
ened by frequency regulation.
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