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a b s t r a c t

Technology for all-around holographic three-dimensional (3D) light field display is proposed in this

paper. A plane mirror keeps rotating around the optical axis. At each angular position, the mirror-

image’s Fourier CGH of the target object is projected onto the mirror. The reflected CGH contributes a

specific viewing angle range to the target object. Linking up all viewing angle ranges in the horizontal

plane, all-around display can be realized via the ‘‘afterimage’’ effect. An all-around holographic 3D light

field display is implemented experimentally here with a 60 Hz SLM by introducing an observer tracking

unit in the proposed display system.

& 2012 Elsevier B.V. All rights reserved.
1. Introduction

Reconstructing the wave front emitted from a three-dimen-
sional (3D) object, a computer generated hologram (CGH) was
thought as an ideal technique which provides a natural spatial
effect. However, both the viewing angle and size of the hologram
depend on the space-bandwidth characteristics of the spatial light
modulator (SLM). An extremely high-resolution SLM is required
to produce practical 3D light fields. Present SLMs usually have a
resolution of 100–200 lines/mm and 103

�103 pixels. Hence, the
viewing angle of a 3D light field produced through this technique
is limited to several degrees and cannot be observed by both eyes.

A lot of alternative methods were tried. Mishina et al.
proposed a time multiplexing method that uses the high-order
light diffraction to double the viewing angle [1]. In the work of
Stanley et al. [2], de-magnified images generated by a high-speed
SLM were tiled onto an optically addressed SLM in a time-
sequential manner to produce a 3D light field, which was called
‘‘active tiling technique’’. Techniques by using multiple SLMs
were developed by several researchers [3]. In addition, the
research group of Takaki reported a resolution redistribution
system [4] and a horizontally scanning system [5]. Although the
viewing angle becomes wider with these methods, they could not
realize all-around holographic 3D light field display.

Jones et al. reported an all-around light field display system by
projecting over 5000 two-dimensional images onto a spinning
mirror covered by a complicated holographic diffuser [6]. But as a
binocular parallax technology, the visual accommodation remains
ll rights reserved.
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to be a problem and the resolution of the light field is limited by
the degree of separation between adjacent images.

In this article, instead of 2D images, we project 3D CGHs with
small viewing angle onto a spinning planar mirror. The recon-
structed all-around 3D light field is with all the monocular and
binocular visual cues and suitable for people with only one eye also.
2. Fourier CGH

Fourier CGH is adopted in this article, that is, the reconstructed
light field is the Fourier transformation of the two-dimensional
message modulated by the SLM. If the pixel pitch of the SLM is
denoted by p, the modulation plane can be expressed as
Mxp�Myp, where Mx and My are the resolutions along x and y

directions, respectively. Along x and y directions, the viewing
angle ranges of all the points on the Fourier CGH are equivalent
and determined by

yx ¼ 2arctgðMxp=2f Þ ð1� 1Þ

yy ¼ 2arctgðMyp=2f Þ ð1;22Þ

and the maximum size of the Fourier CGH is given by

Dx ¼Dy ¼ lf=p ð1� 3Þ

where f is the focal length of the Fourier transform lens and l is
the wavelength of the normal incident light.
3. Enlargement of the viewing angle

The display consists of a SLM, a Fourier transform lens and a
plane mirror which is called directional-reflection mirror in this
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paper. Its schematic optical diagram is shown in Fig. 1. The optical
axis is coincident with the z-axis and the SLM is located at the
front focal plane of the Fourier transform lens. The directional-
reflection mirror, which is set as a¼451 with respect to the z-axis,
rotates around the z-axis and intersects with the back focal plane
at point O. The point O is used as the coordinate origin.

A series of Fourier CGHs generated by the SLM are projected
onto the rotating directional-reflection mirror in a time-sequen-
tial manner and then reflected out into surrounding viewing
areas. The start angular position of the rotating directional-
reflection mirror, position ‘‘0’’, is defined as the position in which
the mirror surface is parallel to the y-axis and the reflective light
propagates along the negative direction of the x-axis, as shown in
Fig. 1. The ‘‘display space’’ is the overlapping space of the zeroth-
order diffraction light, as shown in Fig. 1. For simplicity, we
assume a solid-line triangle in the x–z plane to represent the
target object, which is placed in the ‘‘display space’’ virtually.
With the directional-reflection mirror frozen at a particular
angular position, ‘‘position n’’, the mirror-image of the target
object with respect to the mirror at this position is defined as the
elementary mirror-image ‘‘n’’ (EMI ‘‘n’’).

When the directional-reflection mirror rotates to the position
‘‘0’’, the Fourier CGH of EMI ‘‘0’’ is generated by the SLM and
projected onto the mirror. EMI ‘‘0’’ is shown by a dashed-line
triangle in Fig. 1. Any point on the EMI ‘‘0’’, for example a’, is
reflected by the mirror and its reflection image on the virtual
target image – point a – is the luminous spot that the observer
can see. The viewing angle of the point a is denoted by y0J and
y0?, where the subscript ‘‘0’’ means the position of the mirror. The
subscript ‘‘O’’ denotes a horizontal viewing angle in the plane S?
which is perpendicular to the z-axis and passes through the point a.
The subscript ‘‘l’’ represents the vertical viewing angle in the plane
containing the z-axis and the point a.

Then, rotating the directional-reflection mirror to the next
angular position ‘‘1’’, the Fourier CGH of EMI ‘‘1’’ is projected onto
the mirror. There must exist a point ‘‘a’’ on the EMI ‘‘1’’, which has
a mirror image relationship with the point a. Hence, the point a

gets a new viewing angle of y1J and y1?. If the horizontal viewing
angle y0J and y1J are designed to be adjacent, the object point a
Fig. 1. Schematic optical diagram of the holographic 3D light field display system.
becomes observable in a wider angle range of y0Jþy1J, as shown
in Fig. 2.

As has been stated in Section 2, Fourier CGHs have a universal
characteristic, that is, all points on the Fourier CGH of an EMI have
identical diffraction angles. These points are reflected by the
directional-reflection mirror and the reflected diffraction angles
remain being identical. The reflected points are in fact the
luminous points on the virtual target object that the observer
can see. Therefore, all points on the observed target object have
the same viewing angle range as the point a.

For a target object being constituted by many points, there
exist some observation locations where the observer cannot see
the entire reconstructed object simultaneously. Schematically,
three points b, c and d are used to represent a target object in
the x–y plane, as shown in Fig. 3. When the mirror is frozen at
position ‘‘0’’, the reconstructed EMI ‘‘0’’ is reflected by the mirror.
All three points could be seen by the eye at the location 1.
However, the point d becomes invisible when the eye moves to
the location 2. At this location, the point d becomes visible only
when the mirror rotates to position ‘‘1’’. The reconstructed EMI

‘‘1’’ is reflected by the mirror in this case.
Fig. 2. Schematic optical diagram showing the idea of enlarging the viewing angle.

Fig. 3. A schematic optical diagram showing the visible/invisible points for the

eye at different positions.
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If both the frame rate of the SLM and the rotating speed of the
directional-reflection mirror are high enough, the receptors in the
human eye will have a temporal persistence due to mental
processing delay, that is, the so-called ‘‘afterimage’’ effect. There-
fore, human eye will fuse the light reflected from the two EMIs
and receive the entire target object in a larger viewing angular
region of y¼ y0Jþy1J, as shown in Fig. 3.

In the same way, rotating the directional-reflection mirror to
different angular positions, CGHs of the corresponding EMIs are
projected synchronously. Hence horizontal viewing angle ranges
along different viewing directions can be obtained. Linking up all
n adjacent horizontal viewing angle ranges and using a SLM with
high frame rate, the target object with a viewing angle range of
y¼ y0Jþ � � � þynJ can be obtained due to the ‘‘afterimage’’ effect.
4. Determination of the angular positions

To implement a 3D display with the developed technology, all
angular positions of the directional-reflection mirror must be
determined.

The coordinate system in Fig. 4 has the same definition as that in
Fig. 1. Assuming that a point P0 of the CGH is on the z-axis, the
distance between P 0 and the coordinate origin O is d. The object point
corresponding to P 0 is denoted by Pm for the mirror being at the
position ‘‘m’’, as shown in Fig. 4. The light field diffracted from point
P 0 is confined within a rectangular region (Mxp/f)d� (Myp/f)d in the x–
y plane. Qm and Qm’ are the intersection points of the mirror surface
with the sides of the rectangle. According to the geometrical relation-
ship shown in Fig. 4, ymJ, which denotes the horizontal viewing angle
of point Pm, is equal to +QmP 0Qm’. All other points on the target object
have similar geometrical relationship.

For the angular position of the mirror at the position ‘‘m’’, ym is
the angle between the negative y-axis and the intersecting line of
the mirror surface with the x–y plane. Following the geometrical
relationship shown in Fig. 4, we obtain

ymJ ¼ 2arctanðtanð0:5yyÞ=cosðymÞÞ: ð2Þ

Obviously, ymJ changes with the position of the directional-
reflection mirror. For m¼0, it can be seen that y0J ¼ yy. yy can be
derived out through Eqs. (1)(2).

Basing on Eq. (2) and letting

y0J=2þy1J=2¼ y1, ð3Þ

y1 and y1Jcan be obtained. And letting

y0J=2þy1Jþy2J=2¼ y2, ð4Þ
Fig. 4. Geometric diagrams showing the horizontal viewing angle with the mirror

at position ‘‘m’’.
y2 and y2J can be obtained. All the other angular positions in the
3601 range, from y3 to yN, can be determined by the same method.
5. 360 degree all-around 3D light field display

Employing a high-speed SLM, the CGH of the nth EMI is
projected onto the directional-reflection mirror when it rotates
to the nth position. With all the N EMIs projected onto the
rotating mirror time-sequentially and alternatively, a holographic
3D target object can be seen from all around just as if it is
really there.

When the frame rate of the SLM is not high enough, the display
of all the N EMIs will encounter the problem of obvious image
flicker. An observer tracking unit can be introduced to solve this
problem and realize an all-around display.

Range sensors are attached around the fixed base plate of the
display system. These sensors can detect the position of the
observer. As shown in Fig. 5, when the directional-reflection mirror
Fig. 5. Schematic optical diagrams showing the idea of directing right images to

eyes of the moving observer by using only a few adjacent EMIs. (a) EMI ‘‘m�1’’,

‘‘m’’ and ‘‘mþ1’’ being projected when the observer is close to Zone m; (b) EMI

‘‘mþk�1’’, ‘‘mþk’’ and ‘‘mþkþ1’’ being projected when the observer is close to

Zone mþk.



Fig. 7. Real photo of the experimental setup. Green arrows (dashed line) denote

light propagations. Green arrows denote light propagations.WP: 1/2wave plate;

D. Teng et al. / Optics Communications 285 (2012) 4235–42404238
is located at the position ‘‘m’’, we define the viewable region of the
coordinate origin as Zone m.

When the observer stands at one location, the wavefront
information outside the region occupied by the observer is
wasted. Hence, only CGHs of a few neighbored EMIs are needed
for fusing to a feasible 3D holographic display. The number of the
neighbored EMIs, M, should be set enough to ensure that the
distribution region of the displayed wavefront information covers
both eyes of the observer.

Assuming M¼3, CGHs of EMI ‘‘m�1’’, ‘‘m’’ and ‘‘mþ1’’ are
projected onto the mirror and a binocular visible 3D light field is
directed to the observer at a location being close to Zone m. Then,
when the observer moves to Zone mþk, CGHs projected by the
SLM change to those of EMI ‘‘mþk�1’’, ‘‘mþk’’ and ‘‘mþkþ1’’. As
shown in Fig. 5, the observer can see different views of the target
object when he moves to a different location as if the 3D object
really exists in the display space.

Hence, by introducing a tracing unit to detect the observer’s
location, the moving observer can receive the right view of the
target object all the time through a non-high-speed SLM.
PS: polarization splitter; S: shutter; BE: beam expander; P: polarizer; M: plane

mirror. (For interpretation of the references to color in this figure legend, the

reader is referred to the web version of this article.)

Fig. 8. The scheme of algorithm process.
6. Experiment implementation

A display system is set up to implement the idea described
above, as shown in Fig. 6, which consists of an electric shutter, a
laser with a wavelength 532 nm, a reflective SLM, six sensors
around the base plate every 601, a directional-reflection mirror on
the rotating device and some optical elements. HEO-1080 SLM
from Holoeye Photonics AG with a frame rate of 60 Hz is used
here, which is a pure phase modulator with a resolution of
1920�1080 Mx�My and pixel size of 8�8 mm2. The inclination
angle of the SLM, b, is set as 41 and the incident light can
approximately be seen as normal incidence. The SLM and shutter
are controlled by a computer. The focal length of the Fourier
transform lens is 150 mm. The real photo of the experimental
setup is shown in Fig.7.

Iteration algorithms are used for holographic encoding which
features a loop of light propagation between adjacent object
planes and the SLM plane [7,8]. As shown in Fig.8, an EMI is
sliced into N object planes with equal interval, dd¼0.5 mm. P1 is
the nearest object plane and its distance to the Fourier transform
lens is d. The SLM plane, PSLM, is placed on the focal plane. The
intensity distribution of the kth plane is denoted as A(Pk). The
Fig. 6. Schematic drawing of the experimental setup. WP: ½ wave plate;

PS: polarization splitter; S: shutter; BE: beam expander; P: polarizer; M: mirror.
maximum intensity value of A(Pk) is 255 in an 8-bit bitmap file,
but the minimum intensity value is set to be 3 according to
Ref. [8]. The algorithm is described as follows:
1.
 A random-generated phase distribution is set as the
original input phase of the PSLM:UPSLM;
2.
 Propagation from PSLM to P1(TF�):

UP1ðxP1,yP1Þ ¼ AðxP1,yP1Þexp½ijðxP1,yP1Þ�

¼ F�1ilf exp½�ikð1=2f Þð1�d=f Þðx2
PSLM

þy2
PSLMÞ�UPSLMðxPSLM ,yPSLMÞ;
3.
 Amplitude adjustment in P1:

UP1ðxP1,yP1Þ ¼ AðP1Þexp½ijðxP1,yP1ÞÞ�;
4.
 Propagation from P1 to P2(T�):

UP2ðxP2,yP2Þ ¼ AðxP2,yP2ÞexpðijðxP2,yP2ÞÞ

¼ F�1expð�jkdd
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1�ðlf xÞ

2
�ðlf yÞ

2
q

ÞF½UP1ðxP1,yP1Þ�
5.
 Amplitude adjustment in P2:

UP2ðxP2,yP2Þ ¼ AðP2Þexp½ijðxP2,yP2Þ�;
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6.
 Using the same method as step 4 and step 5 from P2 to PN,
after N�2 operations, we obtain

UPNðxPN ,yPNÞ ¼ AðPNÞexp½ijðxPN ,yPNÞ�
7.
 Propagation from PN to PN�1(Tþ):

UPN�1ðxPN�1,yPN�1Þ ¼ AðxPN�1,yPN�1ÞexpðijðxPN�1,yPN�1ÞÞ
�

¼ F�1expðjkdd
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1�ðlf xÞ

2
�ðlf yÞ

2
q

ÞF½UP1ðxPN�1,yPN�1Þ�

�

8.
 Amplitude adjustment in PN�1:

UPN�1ðxPN�1,yPN�1Þ ¼ AðPN�1Þexp½ijðxPN�1,yPN�1Þ�;
9.
 Using the same method as step 7 and step 8 from PN�1 to P1,
after N�2 operations, we obtain

UP1ðxP1,yP1Þ ¼ AðP1Þexp½ijðxP1,yP1Þ�
10.
 Propagation from P1 to PSLM (TFþ):

UPSLMðxPSLM ,yPSLMÞ ¼ AðxPSLM ,yPSLMÞexp½ijðxPSLM ,yPSLMÞÞ�

¼ exp½ikð1=2f Þð1�d=f Þðx2
PSLMþy2

PSLMÞ�FUP1=ilf
Fig. 9. (a) The target 3D image—a teapot. (b) The captured image at location 2 by
11.

a camera with EMI ‘‘0’’ being projected onto the mirror frozen at position ‘‘0’’.

(c) The captured image at location 2 by a camera with EMI ‘‘1’’ being projected

onto the mirror frozen at position ‘‘1’’. (d) The superposed graph of (b) and (c).
Amplitude adjustment in PSLM:

UPSLMðxPSLM ,yPSLMÞ ¼ exp½ijðxPSLM ,yPSLMÞÞ�
12.
 Repeating step 2 to step 11 for 500 times, the obtained UPSLM

is taken as the final input phase of the SLM.
Fig. 10. Captured images when the display system works with the camera being

at angular displacements of (a) �501, (b) 301, (c) 1401 and (d) 2501 with respect to

the negative x-axis in Fig. 5.
Here k¼2p/l. F denotes Fourier transform operator and F�1

denotes inverse Fourier transform operator.
In the experiment, ymJ is set slightly smaller than the value

deduced from Eq. (2) . A number of 84 EMIs are needed to provide
all the views of the target object in a 3601 viewing angle range. To
avoid obvious image flicker, the frame rate of each EMI is set as
20 Hz. Hence, three adjacent EMIs are fused to present the 3D
target object to the observer. The minimum viewing angle range
is about 101 when EMI ‘‘84’’, ‘‘0’’ and ‘‘1’’ are projected. The 3D
target object with this viewing angle is visible to both eyes of the
observer who is 300 mm away from the display system.

Using sensors to detect the observer’s location, the corre-
sponding three neighbored EMIs are determined. The direc-
tional-reflection mirror keeps rotating at 60 rps. During each
rotating period of the mirror, the holographic phase code of a
chosen EMI is loaded into the SLM and the electric shutter closes
until the mirror rotates to the corresponding position. Three
chosen EMIs are projected onto the mirror time-sequentially
and alternately.

Fig. 8(a) shows the target 3D object, a teapot with a size of
9.75�6.75�7.85 mm3. For coding, the teapot is cut into a series
of parallel planes with an equal plane distance of 0.2 mm.

A camera is put at location 2 in Fig. 3. Fig. 8(b) and (c) shows
the captured partial objects when the directional-reflection mir-
ror is frozen at position ‘‘0’’ and position ‘‘1’’, respectively. EMI ‘‘0’’
and ‘‘1’’ are projected onto the mirror accordingly. The bright spot
in the picture correspond to the point O in Fig. 3, which is non-
diffraction light reflected from the SLM. Superposing Fig. 8(b) and
(c) digitally, an entire image of the object is obtained, as shown in
Fig. 8(d). It can be seen that the bright spots of Fig. 8(b) and
(c) overlap precisely.

When the 3D display system works, an entire 3D teapot is
presented to the observer at any viewing location. Fig. 9 shows
the captured images with the camera being at locations –501, 301,
1401 and 2501 around the display space. The locations are given as
their angular displacements with respect to the negative x-axis in
Fig. 5. The bright spot at point O is weakened by a filter (Fig. 10).
7. Conclusion

A technique for all-around holographic 3D light field display is
proposed in this paper. In the case that the frame rate of the SLM
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is not high enough, a 3601 viewable area can still be implemented
by introducing an observer tracking unit. Taking a teapot of
9.75�6.75�7.85 mm3 as the target object, an all-around holo-
graphic 3D display is realized by the display system with an
observer tracking unit experimentally. The observer receives the
right light field all time along when he moves around the system.
The reconstructed 3D light field is with all the monocular and
binocular visual cues.

Limited by performances of the used SLM (60 Hz) in the present
work, the display system only accommodates one observer. For a
SLM with higher frame rate, a multi-observer display system could
be implemented by the proposed technology. On the other hand, as
a matter of fact, some ferroelectric SLMs with frame rates of
thousands of Hz have begun to appear in the market [9].
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